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Problem Parallel sentence pairs that include Thai
are a scarce resource, especially in open source
settings. For instance, whereas there are 234.3M
sentence pairs in English-German and 1.1M sen-
tence pairs in Chinese-German, there are only 5.5M
English-Thai sentence pairs and 700k Chinese-
Thai sentence pairs in OPUS (Tiedemann, 2012).
Wikipedia dumps provide non-parallel, monolin-
gual datasets that can be mined to create parallel
corpora. WikiMatrix (Schwenk et al., 2019) took
this apporach but excluded Thai from their 1,620
language pairs extracted from Wikipedia dumps
due to lack of a reliable sentence segmentor.

In this work, we propose a method to
mine Thai-to-any-language sentence pairs, start-
ing with English-Thai, using open source data
from Wikipedia dumps. Code can be found at
https://github.com/cstorm125/thxxwiki

Thai Sentence Segmentation For our condi-
tional random fields model CRFCut, we use train-
ing and validation data from ORCHID (Sornlert-
lamvanich et al., 1997, 23,125 sentences), TED
transcripts (Lowphansirikul et al., 2020, 136,463
sentences) and generated product reviews (Low-
phansirikul et al., 2020, 217,482 sentences), all of
which are translated to Thai from English. Since
there is no linguistically defined sentence bound-
ary in Thai (Aroonmanakun et al., 2007), we use
English sentence boundaries segmented by NLTK
(Loper and Bird, 2002) as our sentence boundary la-
bels. We tokenize words using PyThaiNLP’s maxi-
mal matching ‘newmm‘ tokenizer (Phatthiyaphai-
bun et al., 2020). For input features, we use un-
igrams, bigrams and trigrams within the sliding
window of two steps before and after the space to-
ken we are predicting as end of sentence or not. We
also mark words that are frequent sentence starters
and enders such as honorifics, demonstrative pro-
nouns, and discourse connectors as additional fea-
tures. The model predicts which spaces are sen-

train set validation set F1 accuracy

Ted Ted 0.72 0.82
Ted Orchid 0.36 0.73
Ted Product review 0.77 0.78

Orchid Ted 0.58 0.71
Orchid Orchid 0.77 0.87
Orchid Product review 0.69 0.70

Product review Ted 0.56 0.56
Product review Orchid 0.53 0.67
Product review Product review 0.97 0.97

All Ted 0.71 0.78
All Orchid 0.69 0.82
All Product review 0.96 0.96

Table 1: CRFCut performance at 80/20 train-validation
split, counting only spaces

tence boundaries.

Sentence Alignment There are 6,047,512 arti-
cles in English Wikipedia and 136,452 articles in
Thai Wikipedia. We transform the titles into sen-
tence vectors using multilingual universal sentence
encoder (Yang et al., 2019). Then, we select 13,853
articles whose titles have a cosine similarity score
above 0.7 as our parallel articles. After that, we
match a group of one to three adjacent sentences in
both languages with their counterparts according to
the highest cosine similarity score. We choose this
approach instead of matching the sentences one-to-
one to avoid incomplete sentences due to errors in
sentence segmentation as well as the fact that one
sentence in one language might match to two in
another. Lastly, we filter out those sentence pairs
that have a lower cosine similarity score than the
0.7 threshold. As a result, we retrieved 33,756 sen-
tences from 13,853 parallel articles. The sentence
pairs are part of the scb-mt-en-th-2020 datasets
(Lowphansirikul et al., 2020).
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